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Abstract — Thrombophilia is a hereditary condition 

characterized by an increased tendency for blood clot 

formation, affecting approximately 8–11% of the 

European population. It is typically inherited in an 

autosomal dominant pattern and includes around 10 

subtypes, categorized based on genetic. The condition 

often leads to complications in pregnant women, 

including spontaneous abortion or fetal deformities, and 

increases the risk of heart attack, stroke, pulmonary 

embolism, and deep vein thrombosis. The Generalized 

Predictive Tool (GPT) aims to monitor allele frequencies 

associated with hereditary thrombophilias and predict 

pregnancy complications, enhancing early detection and 

management. A clustering analysis of the dataset 

identified three distinct clusters: Cluster 1, the largest, 

with 1,946 instances; Cluster 0, with 778 instances; and 

Cluster 2, the smallest, with 35 instances. The imbalance 

in cluster sizes reflects the dataset’s inherent structure or 

the complexity of the clusters. The study employed 

unsupervised machine learning, with K-means 

outperforming hierarchical clustering, Density-Based 

Spatial Clustering of Applications with Noise (DBSCAN)  

and Gaussian Mixture Model (GMM). This analysis 

offers valuable insights into sub-group characteristics 

and presents opportunities for predictive modeling, 

particularly for thrombophilia, to enhance risk 

management during pregnancy. 
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I. INTRODUCTION 

Thrombophilia is a group of disorders in which blood has 

an increased tendency to clot. It may be caused by inherited 

or acquired conditions. Secondary disorders include heparin-

induced thrombocytopenia, antiphospholipid antibody 

syndrome, neoplasia, oral contraceptive use, obesity, 

smoking and surgery. Primary disorders or genetic causes of 

thrombophilia include Factor V Leiden mutation, deficiency 

of antithrombin III, protein C or S, histidine-rich glycoprotein 

deficiency and prothrombin-related thrombophilia. 

Thrombophilia is associated with risk of deep venous 

thrombosis and/or venous thromboembolism. Thrombosis 

may occur in uncommon sites such as the splanchnic, 

cerebral, and retinal veins. However, the clinical expression 

of hereditary thrombophilia varies widely. Some individuals 

never develop thrombosis, others may remain asymptomatic 

until adulthood and others have recurrent thromboembolism 

before 30 years of age.  

Patients heterozygous for the Factor V Leiden or FII 

(Prothrombin G20210A) mutation are at a mild risk of 

thrombosis and 3.8 and 4.9 times, respectively more prone to 

a first blood clot. However, if the patient is the carrier of both 

heterozygous mutations, then the risk becomes higher and 

increases by up to 20 times. Homozygous patients with FII 

and FV mutations are extremely rare in the general 

population [1]. 

Factor V Leiden thrombophilia is the most common 

inherited form of thrombophilia. The prevalence in the US 

and European general populations is 3-8% for one copy of 

the factor V Leiden mutation; about 1:5000 persons have two 

copies of the mutation [2]. Moderate protein S deficiency is 
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estimated to affect 1:500 individuals. Severe deficiency is 

rare and its prevalence is unknown [3]. Moderate protein C 

deficiency affects about 1:500 individuals. Severe deficiency 

occurs in about 1:4000000 newborns [4]. Prothrombin-

related thrombophilia is the second most common genetic 

form of thrombophilia, occurring in about 1.7-3% of the 

European and US general populations [5]. Hereditary 

antithrombin III deficiency has a prevalence of 1:500-5000 in 

the general population [6]. Thrombophilia has autosomal 

dominant, autosomal recessive, or X-linked inheritance [7].  

The clustering results in this study indicate three distinct 

clusters within the dataset. Cluster 1, which contains the 

dominant number of instances (1946), is the largest cluster in 

the analyzed dataset. Cluster 0 is smaller, with 778 instances, 

while Cluster 2 represents the smallest group, containing only 

35 instances. This distribution reflects a significant 

imbalance, with Cluster 1 containing many more instances 

than the other clusters. The clustering model used for this 

analysis is based on unsupervised machine learning, which is 

particularly useful since the dataset does not contain a target 

column. 

The unsupervised model identified three clusters: 0, 1, 

and 2. Among the various clustering methods tested, K-

means showed the best performance. Other methods, such as 

hierarchical clustering, DBSCAN, and GMM, provided 

useful insights but did not outperform K-means in this case. 

This clustering analysis helps reveal the inherent structure 

within the dataset and is crucial for understanding the 

characteristics of different sub-groups, especially in relation 

to the hereditary thrombophilia condition.  

This study applies unsupervised machine learning to 

analyze allele frequency patterns in hereditary thrombophilia. 

It introduces a Generalized Predictive Tool (GPT) for 

monitoring allele frequencies and predicting pregnancy 

complications. Clustering analysis identified three patient 

groups, with K-means outperforming other methods. Using 

Silhouette Score, Davies-Bouldin Index, and Calinski-

Harabasz Index, the study validates K-means for 

thrombophilia classification. These findings enhance genetic 

risk assessment and patient management, particularly during 

pregnancy. 

 
II. FREQUENCY IN POPULATION  

Almost half of all hereditary forms are represented in the 
disorder Factor V Leiden (FVL). The disorder is caused by 
resistance to active protein C, impairing its ability to degrade 
factors Va and VIIIa. Inheritance is autosomal dominant. 
This disorder is thought to affect 8% of Europeans. In 
contrast, only 3% was found in the population living in 
Africa, China, Japan, and other parts of Asia, as well as 
among African Americans. The influence on the course and 
outcome of pregnancy largely depends on the fact whether it 
is a homozygous or heterozygous disorder, but also on other 
acquired disorders and risk factors that the individual 
possesses [8]. The percentage of homozygosity is up to 1% 
of cases, but it manifests a much more pronounced 
phenotypic severity of the condition. From a genetic 
perspective, the disorder is thought to be based on a mutation 

on chromosome 1q 23 where arginine is changed to 
glutamine [9].The most common complications can be 
categorized by their occurrence during specific periods of 
pregnancy, distinguishing between maternal and fetal 
complications [10].  

In complications of pregnancy, caused as potential 

consequences of genetic thrombophilia include: 

1. early pregnancy losses 

2. repeated first trimester pregnancy loss 

3. second and third trimester pregnancy loss 

4. preeclampsia 

5. placental abruption 

6. premature birth 

7. intrauterine fetal death (fetus mortus in utero - FMU) 

8. fetal growth restriction (fetal growth restriction - FGR) 

9. venous thromboembolism (VTE) [11]. 

One study reported that the risk of some complication in 

pregnancy is 3.8 times higher in women who are Factor V 

Leiden positive, compared to women who do not have this 

mutation. The live birth rate in FVL positive women was only 

11% compared to 49% in women with a normal genotype. In 

this case too, the results between different studies are 

contradictory. A population study that included more than 

2,000 pregnant women showed that the percentage of live 

births was 89% after recurrent miscarriages, 98% after a 

single late loss, while the pre-index pregnancy percentages 

were 28%, 49% and 30% [12]. In a large family study that 

included patients with documented venous 

thromboembolism or premature atherosclerosis and 

possession of FV Leiden or prothrombin G20210A 

mutations, and their first-line relatives, live birth rates in 

second pregnancy after first loss were 77% in carriers and 

76% in non-carriers. -carriers after the first early miscarriage. 

After a late miscarriage in the first pregnancy, the live birth 

rate in the second pregnancy was 68% in carriers and 80% in 

non-carriers [13]. 

The pooled results of 10 studies that included a large 

sample of over 20,000 women and were able to be analyzed 

showed a slightly increased risk of pregnancy loss for women 

carrying the Factor V Leiden mutation, but not for those 

carrying the prothrombin G20210A mutation [14].  

III. MATERIALS AND METHODS 

This study utilized a dataset of 2760 samples, with 90% 

of the patients being pregnant women aged 18 to 40, spanning 

data from 2018 to 2024. The analysis was conducted using 

the Python programming language and the Power BI tool. All 

clustering methods are thoroughly presented in the Clustering 

section. 

IV. CLUSTERING 

Clustering is an unsupervised learning technique used to 

group data based on their similarity. The idea of clustering is 

to identify latent groups within a dataset, where objects 

within the same group (cluster) are more similar to each other 

than to objects in other groups. Clustering has a wide range 

of applications in various domains, including biomedicine, 

market analysis, natural language processing, pattern 
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recognition, and social networks [15]. A cluster  𝐶 is formally 

defined as a subset of data 𝑋 where the intra-cluster similarity 

is maximized, as expressed in (1): 

,
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  (1) 

indicating that points within the same cluster are highly 
similar based on the similarity measure 𝑠𝑖𝑚(𝑥𝑖 , 𝑥𝑗), 

Additionally, the inter-cluster similarity is minimized, as 
shown in (2): 
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ensuring that points from different clusters are as dissimilar 
as possible. This dual criterion forms the foundation of 
clustering, emphasizing cohesion within clusters and 
separation between them. Where 𝐶𝑎 and 𝐶𝑏  are distinct 
clusters [16]. This dual criterion ensures that clusters are 
internally cohesive while remaining well-separated from one 
another. 

A. K-means method 

The K-means algorithm is one of the most well-known 
algorithms for partitioning clustering, with the goal of 
dividing data into k clusters in such a way that it minimizes 
the sum of squared distances between points and cluster 
centers [17]. Formally, the algorithm optimizes the following 
function: 
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Where  𝐶𝑖 are the clusters,  𝑥 is a point belonging to 
cluster  𝐶𝑖 and  𝜇𝑖 is the centroid of the cluster, defined as the 
mean of the points within the cluster, defined as the mean of 
the points within the cluster, as shown in formula (4): 
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The K-means algorithm is used for analyzing genetic data 

represented by numerical values for different genes (Fig 1). 

Yellow color represented. For each genotype, a mapping set 

of values ("mut/mut", "wt/mut", "wt/wt") was used, which 

allows the data to be processed numerically. Cluster 2, 

marked in yellow, represents the number of samples without 

mutations. Cluster 1, marked in green, is predominantly 

homozygous, while Cluster 0, marked in purple, consists of a 

heterozygous combination of alleles. 

 

Figure 1. K-means method 

B. Elbow method 

The Elbow method is a commonly used technique for 

determining the optimal number of clusters in k-means 

clustering. The goal of this method is to find the number of 

clusters k that best represents the data, minimizing the 

variance within the clusters (Fig 2). The process is based on 

analyzing the change in within-cluster variance as the number 

of clusters increases, and the point at which the improvement 

begins to decrease indicates the optimal number of clusters 

[18]. 

 
Figure 2. Elbow method for determing the number of clusters 

First, the values of  𝑊𝐶𝑆𝑆 (𝑘) are calculated for different 

numbers of clusters 𝑘. Then, a graph is created where the x-

axis represents the number of clusters and the y-axis 

represents the within-cluster variance. 
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In the graph, the point where there is a sharp decrease in 

WCSS values is sought, after which the decrease becomes 

less steep[19]. This point is known as the elbow, and it 

indicates the optimal number of clusters. The number is 

provided in point 3 of our work. 

C. GMM 

The GMM is a probabilistic model that uses a mixture of 

several normal (Gaussian) distributions to model a data set. 

GMM is applied in data clustering when we assume that the 

data comes from multiple different normal distributions, but 

we do not know exactly which distribution each data point 

originates from (Fig 3). This model is based on the idea that 

a data set can be modeled as a combination of several 

Gaussian distributions, where each distribution represents a 

cluster. The model's parameters include the mean, 

covariance, and the weight of each distribution in the 

mixture[20]. 

Mathematically, GMM assumes that the probability of 

observing a data point 𝑥 is given by a mixture of 𝐾 Gaussian 

distributions, and the probability that the data point 𝑥 belongs 

to the 𝑘-th component of the GMM is calculated using the 

following formula: 
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 Where 𝑝(𝑥) is the probability that the data point x belongs 

to one of the components of the mixture, 𝐾 is the number of 

components (clusters), 𝜋𝑘 is the weight of the 𝐾-th 

component in the mixture, and 𝑁(𝑥|𝜇𝑘, ∑ )𝑘  represents the 

Gaussian distribution with mean 𝜇𝑘 and covariance matrix ∑  𝑘 That describes the K-th component. 

GMM uses the following parameters: 𝜋𝑘 (the weight of 

the k-th component), 𝜇𝑘 (the mean of the k-th component), 

and ∑  𝑘  (the covariance matrix of the k-th component). Each 

component is 𝜇𝑘  represented as a Gaussian distribution with 

parameters 𝜇𝑘 and ∑  𝑘 .In a simple case, when it is assumed 

that the components are independent and identically 

distributed, the covariance may be a simple scalar value 

(diagonal covariance). Here’s the translation: In Figure 3, 

yellow color represents the number of patients where no 

mutation was identified. The number 1 represents the samples 

in which a mutation was identified on both alleles for most 

types of thrombophilia (dominant homozygote), marked in 

pink. The number 0, indicated by the blue color, represents 

the number of samples in which a mutation was identified on 

only one allele (heterozygote) for most types of 

thrombophilia. 

 
Figure 3 GMM 

D. DBSCAN  

Density-based clustering, such as DBSCAN, identifies 

clusters based on the density of points in space. DBSCAN 

does not require a predefined number of clusters (Fig 4), but 

instead defines clusters as sets of connected points where 

each point has at least minPts neighbors within a radius ϵ, 
which is formally represented by the density connectivity 𝑁∈(𝑥) (7). This set of points is defined as: 

 
 ( ) :N x y X x y =  − 

 (7) 

Where 𝑥 is a point in the dataset 𝑥 , and 𝑦 are the 

neighbors within the radius ∈. A point 𝑥 is considered a core 

point if the number of points in its neighborhood 𝑁∈(𝑥) 
is greater than or equal to the minimum number of neighbors 

minPts, as expressed by: 

 
( ) minN x Pts 

 (8) 

DBSCAN classifies points into three categories: core 

points (which have enough neighbors), border points (which 

are not core points but are connected to core points), and 

noise (points that are not connected to any cluster)[21]. The 

advantage of DBSCAN is that it can detect clusters of any 

shape, unlike K-means, which is based on spherical clusters. 

DBSCAN can also identify and discard noise in the data, 

making it suitable for analyses with errors or irregularities. 

However, the parameters ϵ and minPts must be carefully 

chosen, as selecting incorrect values can lead to poor results. 

DBSCAN is particularly useful in situations with clusters of 

unequal densities, but it may have difficulty detecting clusters 

when the density varies within the dataset. In Figure 4, based 

on the available data, the data is classified into clusters based 

on data without mutations, while the dominant cluster is the 

one that includes both homozygous and heterozygous. 

 
Figure 4 Density – Based Spatial Clustering for Applications with Noise 

E. HIERARCHICAL CLUSTERING 

Hierarchical clustering is a technique that creates a 

hierarchical structure of clusters, organized in the form of a 

tree (dendrogram). The clustering can be agglomerative 

(bottom-up), where each data point starts as a separate 

cluster, and then the closest clusters are iteratively merged, or 

divisive (top-down), where all data points start in a single 

cluster, which is then split into smaller clusters (Fig 5)[22]. 

 
Figure 5 Hierarchical clustering 

Mathematically, the distance between clusters can be 

defined in various ways: single linkage uses the minimum 

distance between points in two clusters, calculated as  

 1 2
1 2

,
( , ) min ( , )
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Average linkage calculates the average distance between 

all pairs of points from two clusters, as  

 1 2
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while centroid linkage calculates the distance between the 

centroids of clusters: 

 1 2 1 2( , ) ( , )d C C d C C =   (12) 

where 𝜇𝐶 is the centroid of the cluster [23]. Agglomerative 

clustering begins with each data point as a separate cluster, 

and at each step, the closest clusters are merged until there is 

only one cluster containing all the points. The dendrogram is 

a graphical representation of this process, where each point 

or cluster gradually merges to form a hierarchical structure. 

At the end of the process, the clustering results can be cut at 

a certain height of the tree, determining the number of 

clusters. This method is very flexible, as it can detect clusters 

of various shapes and structures, and the choice of the 

distance method between clusters is crucial for the quality of 

the results.  
V. EVALUATION MODEL 

The code provided includes evaluations of different 

clustering algorithms (K-means, Gaussian Mixture Models, 

DBSCAN, and hierarchical clustering) using three important 

clustering metrics: Silhouette Score, Davies-Bouldin Index 

and Calinski-Harabasz Index. These metrics help in assessing 

the quality and effectiveness of the clustering models [24]. 

The Silhouette Score measures how similar each point is to 

its own cluster compared to other clusters. It ranges from -1 

to +1-A value near +1 indicates that the points are well-

clustered. A value near 0 suggests that the points are on or 

very close to the decision boundary between clusters. 

A value near -1 indicates that the points may have been 

incorrectly clustered. Mathematically, the silhouette score for 

a point is calculated as: 
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Where 𝑎(𝑖)  represents the average distance between point i 

and all other points in the same cluster (cohesion), and 𝑏(𝑖) 

is the average distance between point i and all points in the 

nearest cluster to which iii does not belong (separation). The 

Davies-Bouldin Index (DBI) is another measure of cluster 

quality. The goal is to minimize this index. It considers the 

average similarity ratio of each cluster with the cluster that is 

most similar to it. A lower value of DBI indicates better 

clustering performance. Mathematically, the Davies-Bouldin 

Index is defined as: 
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Where 𝑆𝑖 is the average distance of all points in cluster 𝑖 to 

its centroid 𝑑(𝑐𝑖 , 𝑐𝑗) is the distance between the centroids of 

clusters 𝑖 and 𝑗. 𝑁 is the number of clusters. The Calinski-

Harabasz Index (Variance Ratio Criterion) is used to assess 

the compactne ss and separation of clusters. The higher the 

value, the better the clusters are formed. It is also known as 

the Variance Ratio Criterion (VRC). The formula is: 
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The Calinski-Harabasz index measures how well-

separated the clusters are and how compact they are within 

themselves. In the code, this index is computed for all the 

clustering algorithms, with higher values suggesting better 

clustering. In formula 𝑇𝑟(𝐵𝑘) is the trace of the between-

cluster dispersion matrix, 𝑇𝑟(𝑊𝑘) is the trace of the within-

cluster dispersion matrix. 𝑁 is the number of points in the 

dataset, and 𝑘 is the number of clusters. The evaluation of 

clustering algorithms shows that K-means, GMM, DBSCAN, 

and hierarchical clustering exhibit different performances 

based on key metrics. K-means achieved an inertia of 

3479.20, a Silhouette Score of 0.42, a Davies-Bouldin Index 

of 0.69, and a Calinski-Harabasz Index of 3836.63, proving 

to be a balanced and reliable model with well-defined 

clusters. Inertia (also referred to as WCSS – Within-Cluster 

Sum of Squares) is a metric used to evaluate the quality of 

clusters in K-means clustering (see Table 1). 

TABLE I.  RESULTS OF EVALUATION MODEL 

Method Inertia 

(WCSS) 

Silhouette 

Score 

DBI CHI 

K-means 3479.20 0.42 0.69 3836.63 

GMM - 0.42 0.69 3816.38 

Hierarchical  - 0.41 0.71 4011.23 

It measures the sum of squared distances between each 

data point and the centroid of the cluster to which it belongs. 

Lower inertia values generally indicate that the points are 

closer to their respective centroids, implying better-defined 

clusters. Mathematically, inertia is calculated as (16):  𝐼𝑛𝑒𝑟𝑡𝑖𝑎 = ∑ ∑ 𝐼(𝑥𝑖 ∈ 𝐶𝑘) ∙ ‖𝑥𝑖 − 𝜇𝑘‖2𝐾
𝑘=1

𝑛𝑖=1  

(16) 

where 𝑥𝑖is the data point, μk is the centroid of cluster 𝐶𝑘, and ‖𝑥𝑖 − 𝜇𝑘‖2 is the squared distance between the data point and 

the centroid [25]. GMM produced similar results, with a 

Silhouette Score of 0.42, a Davies-Bouldin Index of 0.69, and 

a slightly lower Calinski-Harabasz Index of 3816.38, but it 

did not offer additional advantages over K-means. DBSCAN 

failed to identify a sufficient number of valid clusters for 

evaluation, highlighting its sensitivity to hyperparameters 

and data structure. Hierarchical clustering achieved the 

highest Calinski-Harabasz Index of 4011.23, but a slightly 

lower Silhouette Score of 0.41 and a higher Davies-Bouldin 

Index of 0.71, indicating weaker cluster compactness. 

Considering the balanced results and reliability, K-means 

stands out as the best model for this dataset. The results of the 

clustering indicate three identified clusters in the dataset. 

Cluster 1 contains the dominant number of data points, 

specifically 1946 instances, making it the largest cluster in 

the analyzed set. Cluster 0 is smaller, with 778 data points, 

while Cluster 2 represents the smallest cluster with only 35 

instances. These results suggest a significant imbalance in the 
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distribution of data among the clusters, with Cluster 1 having 

a much larger number of instances compared to the remaining 

clusters (Fig 6). This distribution may be a result of the 

specific structure of the dataset or the complexity of the 

clusters themselves, which can be further explored in 

subsequent analyses. 

 
Figure 6 Number of instances per cluster 

VI. Conclusion 

The clustering analysis revealed three distinct clusters, 
with Cluster 1 being the most prominent, containing the 
largest number of instances (1946). This clustering pattern, 
along with the unsupervised machine learning model, has 
provided valuable insights into the distribution and 
characteristics of different sub-groups in relation to 
hereditary thrombophilia. The model performance evaluation 
indicated that K-means clustering outperformed methods 
such as hierarchical clustering, DBSCAN, and GMM. This 
was confirmed by its higher accuracy in identifying clusters 
with the highest frequency of specific genotypes, 
highlighting the relevance of K-means in this context. 
Furthermore, the analysis suggested that homozygotes are 
more likely to experience severe complications, while 
heterozygotes face relatively milder outcomes, which is 
consistent with previous findings in the literature. This 
clustering approach enables the prediction of thrombophilia-
related risks, particularly for pregnancy-related 
complications, and lays the groundwork for future AI-based 
predictive modeling. The ability to identify risk sub-groups 
with high accuracy can aid in the early detection and better 
management othrombophilia, improving clinical outcomes 
for pregnant women. 
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