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DETEKCIJA VOZILA NA OSNOVU KRETANJA ZA VIDEO NADZOR

MOTION DETAIL DRIVEN VEHICLE DETECTION IN SURVEILLANCE VIDEOS

Dubravko Ćulibrk, Borislav Antić, Vladimir Crnojević, Fakulter tehničkih nauka u Novom Sadu
Sadržaj - Vehicle detection in visual surveillance videos is usually accomplished through background subtraction or object recognition.  While pattern recognition approaches are capable of achieving better detection when the video is of lower quality, they fail to incorporate important motion-related information, since they operate on single- frame basis. A novel approach to vehicle detection for traffic surveillance on bridges and in tunnels is presented in the paper.  Lightweight motion-based segmentation of objects in video sequences is used to generate features guiding an object recognition algorithm trained to detect vehicles. To achieve efficient segmentation that focuses on the motion of the most prominent details, a multiscale segmentation algorithm has been designed to extract prominent moving vehicle parts, which form prominent motion maps. The subsequent vehicle detection was achieved by providing these maps as input to a well-known object recognition approach.  Experiments were conducted and results are presented for real-world video sequences. These results show that the use of new features enables the classifier to achieve significantly better error rates and reliably detect vehicles even in low quality video.
Abstract – Detekcija vozila za potrebe automatskog nadzora se najlešće vrši putem segmentacije prednjeg plana slike ili prepoznavanjem objekata. Pristup baziran na prepoznavanju objekata ostvaruje bolju detekciju nego segmentacija prednjeg plana kada je kvalitet snimka slabiji. Ipak, ovakve metoden nistu u stanju da iskoriste bitne informacije koje se tiču kretanja vozila, jer rade na bazi pojedinačnog frejma. U radu se predlaže nov pristup namenjen detekciji vozila za potrebe automatskog nadzora saobraćaja na mostovima i u tunelima. Efikasna segmentacija objekata bazirana na pokretu se koristi kako bi se izdvojile nova obeležja koja se dalje koriste kako bi se istrenirao algoritam za detekciju objekata. Kako bi se ostvarila segmentacija prednjeg plana  fokusirana na najupečatljivije detalje vozila, dizajniran je algoritam za segmentaciju koji koristi 

informacije na više prostornih skala. Detektovani detalji formiraju mapu upečatljivog kretanja. Detekcija vozila se ostvaruje na bazi ovakvih mapa koje se koriste kao ulaz za klasičan algoritam za prepoznavanje objekata. U radu su opisani eksperimenti izvedeni na niz realnih video sekvenci. Rezultati pokazuju da korišćenje novih obeležja omogućava klasifikatoru da ostvari manje nivoe greške, kao i da pouzdano detektuje vozila u sekvencama slabog kvaliteta. 

1. INTRODUCTION 

Object detection is the foundation of automated surveillance applications. When bridge and tunnel traffic surveillance is concerned, object detection is done on video sequences obtained by a stationary camera. The sequences are usually low quality in terms of contrast and color information. In addition, reliable detection of vehicles is hindered by effects such as reflections, shadows, poor illumination, vehicle headlights related artifacts and automatic gain adjustment of the cameras. 

Object detection and/or segmentation for videos obtained from stationary cameras are usually done using background-subtraction methods [1][2][4]. These algorithms model the background (objects present in the scene for extended periods of time) and detect the regions of pixels occupied by foreground (objects of interest for surveillance) through comparisons of the currently observed frame with the model of the background. The classification of objects is deferred to later stages of processing.

Pattern recognition algorithms, on the other hand, strive to detect the features of the objects they are trained to detect and separate them from the background. They can therefore be applied only when the objects of interest exhibit low intraclass variation. They are usually used for vehicle detection when the camera is moving, e.g. within the driver assistance systems. The algorithms usually disregard movement information as it is deemed to unreliable to aid in the detection process, due to the global motion of the scene.    

The work presented in the paper deals with motion-based pattern recognition. The approach is targeted for detection and tracking needs in the domain of automatic traffic surveillance on bridges and in tunnels. Initial results suggest that the approach is a significant improvement over the state of the art vehicle detection approaches for the target domain. 

A survey of published work relevant to video object segmentation and detection is provided in Section 2. Section 3 describes the particulars of the proposed approach. Section 4 is dedicated to the presentation and discussion of experimental results. Section 5 contains the conclusions. 

2. RELATED WORK 

Two main streams of research are of interest to the matter presented in this paper:

· Object (pattern-recognition) based vehicle detection.

· Background-subtraction vehicle segmentation.

Over the years, the research into object segmentation in video sequences grabbed from a stationary camera has produced myriad of segmentation approaches based on object motion. The approaches of this class scrutinize the changes observed between the consecutive frames of the sequence to detect pixels, which correspond to moving objects. 

Formally, two entities in a video scene are distinguished [2]: 

1. Background -corresponding to all objects that are present in the scene during the whole sequence or longer than a predefined period of time. 

2. Foreground -representing all other objects appearing in the scene. 

In practice, video object segmentation deals with the task of foreground seg​mentation, and strives to determine the region of pixels occupied by foreground for each frame. The output of these algorithms is usually a mask consisting of a number of blobs that are then passed to object tracking for further processing. 

The process of modeling the background and determining the foreground by comparison with the frames of the sequence is often referred to as background subtraction. 

Background models used differ from one approach to the other. Two broad classes of background subtraction methods can be identified: filter based (non-probabilistic) background subtraction and probabilistic background subtraction. 

Historically, filter based approaches were developed first and rely on some sort of low-pass filtering of the frames of the sequence to obtain a model of the background in the form of a background image. The segmentation is usually achieved through frame differencing of the current frame and the background image, accompanied by an automatic threshold selection procedure [3]. Simple, filter based approaches are unable to cope with high frequency motion in the background such as that of moving branches or waves. On the other hand, they are computationally inexpensive when compared to probabilistic methods and able to achieve segmentation of high-resolution sequences in real time, with​out the need for special hardware. Since the published filter based methods are unable to achieve good segmentation results for many natural outdoor scenes [1][4], their application has lately been limited [5]. 

The pattern recognition community research, when vehicles are concerned, is focused on ways to classify images as those containing the object (vehicle) of interest and discard the all other parts of the images. The video is treated simply as a sequence of images and spatial features are used to detect objects. A number of approaches is based on using AdaBoost to improve the performance of simple classifiers [6][7][8]. The features efficiently represent gradient (edge) information in a frame, allowing the classifiers to learn patterns pertinent to objects of interest. The process is based on seminal work by Viola and Jones [9] who based their classifiers on Haar-like features and were able to detect human faces efficiently.

Although a number of additional features has been proposed for vehicle detection [6][7][8], features derived from background subtraction have not, to the best of our knowledge, been used as the basis for classification. 

3 TEMPORAL FILTERING FOR PATTERN RECOGNITION

The approach proposed relies on background subtraction to detect the changes in the scene, which should correspond to moving objects. Two frames serve as the model of the background. A Mexican hat filter is used to detect the pixels that experience changes due to moving objects. The result of the filtering is processed to detect outliers. This yields a frame containing real values indicating the level of changes observed for certain pixels. The resulting frames are used for training and subsequent detection based in the classifier proposed by Viola and Jones.

The background subtraction approach is therefore a preprocessing step for the AdaBoost classifier, yielding a set of maps that correspond to movement observed in the sequence. A block diagram of the method is shown in Figure 1. 

The model of the background is comprised of two reference background im​ages. Two background frames and the current frames comprise the input to the classification algorithm. For purposes of temporal filtering the current frame is inserted between the two background frames. The result of temporal filtering is then morphologically processed to produce the segmentation output. 
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Fig. 1. Block diagram of the proposed vehicle detection approach. 

Below, a detailed description is provided of the main parts of the background subtraction algorithm: 
1. Background model. 

2. Temporal filtering. 

An in-depth treatment of the classifier use can be found in [9]. The training of the algorithm requires a set of positive and negative examples. For each video sequence a set of frames not containing the vehicles was provided as negative examples. The positive examples are the frames containing the vehicles in which the vehicles have been manually marked.
3.1 BACKGROUND MODEL 

The two reference frames serving as a model of background are obtained by low-pass filtering of the values of the pixels in the frames of the sequence. The filter applied to the frames is an Infinite Impulse Response (IIR) filter, and the value of each pixel in the reference frames is calculated using values of pixels in the current frame and in the background frame using Equation 1. Similar to the methodology of Li et al. [1]. 
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where: αi is the learning rate used to filter the i-th background frame, p(l) is the value of pixel at location l in the current frame, bi(l) is the value of pixel at location l in the i-th background frame. 

The initial values for the background frames are copies of the first frame of the sequence. As Equation 1 suggests, the data observed in the frames of the sequence is slowly incorporated into the background. The two background frames are obtained using different learning rates ((1 ( (2), to provide better representation of the background. Throughout the experiments presented in this paper the relation of (2 = (1/2 was used, i.e. the first reference frame incorporated objects twice as fast as the second one. 

3.2 TEMPORAL FILTERING 

Three frames are composed to form the input of the temporal filter. Two background frames and the current frame inserted between them. Temporal filtering is then performed to obtain a single image indicating the extent to which the current frame differs from the background frames. This is achieved by employing a one-dimensional filter in the form of a scaled Mexican hat function given by the Equation 2. 
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where x represents the Euclidean distance of the point from the center of the filter, µ is the scaling coefficient enabling the filter to be evaluated at subpixel (ζ > 1) level or streched to cover a larger area (ζ < 1). 

Once the filter is applied a Z-score test is used to detect the outliers in the frame. Mean absolute distance (MAD) is calculated using Equation 3: 
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where µ is the mean value of the pixels in the filtered image, fpi is the value of i-th pixel in the filtered frame and N is the number of pixels. 

The Z-score values are then calculated using Equation 4: 
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where 
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 is the Z-score for the i-th pixel. 

The values are than normalized to [0,1] range and those smaller than a specified threshold discarded. In the experiments conducted the threshold was set dynamically by multiplying a threshold coefficient (θ) with the mean value of the final, normalized set of values (Equation 5). 
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where outi is the final segmented value of the i-th pixel, 
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 is the normalized  Z-score value for the pixel and µsnorm is the mean of the normalized Z-score values. The result of temporal filtering is an image containing non-zero real values of the detected pixels rather than a binary image. This both enables a more meaningful spatial post-processing and may be useful for tracking. 

4. EXPERIMENTS AND RESULTS 

To test the approach a set of sequences obtained from an actual tunnel surveillance camera has been used. The temporal filtering component has been implemented within the OpenCV framework (http://www.opencv.org). The framework contains an implementation of the boosted cascade classifier based on the approach of Viola and Jones. 
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Fig. 2. ROC curves obtained during algorithm training; dashed line indicates results of the original approach of Viola and Jones, while the solid line corresponds to the proposed approach.

Two classifiers have been trained on the same dataset, using the same parameters. A reference classifier with the original sequence frames and the proposed classifier trained with the temporally filtered frames. Both training datasets contained 1000 positive samples and 1000 negative samples created from sequences obtained by a single camera.

The ROC curves obtained for the two classifiers are shown in Figure 2. The proposed classifier was able to achieve lower overall false negative rate, while maintaining good hit rate. On the limited training set used, the false positive rate of the proposed classifier reached 4.34x10-5, while the reference classifier achieved only 2.1x10-4. In addition, the proposed classifier maintained a better overall hit rate.

Figures 3 and 4 present sample test frames, showing the detected features. As Figure 4 indicates the original classifier detected significantly larger number of features, deemed to be pertinent to vehicles.
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Fig. 3. Sample result frame for the proposed approach. 

[image: image11.jpg]



Fig. 4. Sample result frame for the original approach of Viola and Jones. 
5 CONCLUSION 

Use of motion-based features as input to a boosted classifier cascade has been suggested, for the purpose vehicle detection for tunnel traffic surveillance. Experiments were conducted using real-world sequences. The results show that such features enabled the cascade classifier to achieve significantly lower false positives rates, than the one trained on original sequence frames, while maintaining good hit rate. Further investigations should be conducted into the possibility of using other motion-based features, as well as a combination of motion based and spatial features, which would allow for detection of static vehicles. In addition, larger training sets need to be produced to enable commercial applications and explore the possibility of creating a more general classifier for the purpose of traffic surveillance.
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