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RADNA OKRUŽENJA ZA E-NAUČNIKE: GRID I MYGRID

WORKSPACE FOR FUTURE E-SCIENTISTS: GRID AND MYGRID

Milena Radenković, Computer Science Department, University of Nottingham, UK

Sadržaj: Rad opisuje myGrid koji ima za cilj izgradnju persolizovane kolaborativne platforme za rešavanje problema e-Naučnika u distribuiranim okruženjima. myGrid dozvoljava e-Naučnicima da konstruišu dugotrajne “in-silico” eksprimente, pronađju i adaptiraju eksperimente drugih naučnika, publikuju svoje rezultate i svoj pogled na domen problema, kao I da budu bolje informisani o meta podacima i izvorima alata i podataka koji su direktno značajni za njih. Glavni fokus myGrid-a su funkcionalne analize koje su vrlo intenzivne po podacima. Rad takođe motiviše korišćenje GRID-a kao efikasne bazične infrastructure za podršku aplkacija ovog tipa.
Abstract: This paper describes myGrid that aims to deliver a personalized collaborative problem-solving platform for e-Scientists working in a distributed environment. It allows them to construct long-lived in silico experiments, find and adapt others’ experiments, publish their own view in shared repositories, and be better informed as to the provenance of the tools and data directly relevant to them. The focus of myGrid is on data-intensive post-genomic functional analysis. The paper motivates the use of GRID as the most effective underlying infrastructure for supporting e-Science applications.

1. Introduction: The Need for the GRID

Today’s science mainly driven by increasingly complex problems and propelled by increasing powerful technology, is as much based on computation data analysis  and collaboration as on the efforts of individual experimentalists and theorists. Even though computer power, data storage and communication continues to improve exponentially, computational resources are failing to keep up with what scientists demand of them.  The Grid is a new class of infrastructure built on the Internet and the WWW.  It provides scalable, secure, high-performance mechanisms for discovering and negotiating access to remote resources and promises to make it possible for scientific collaborations to share resource on a unprecedented scale and for geographically distributed groups to work together in ways that were previously impossible [1].

Although different scenarios vary in complexity, a “Grid-“scenario typically involves  several steps: discovering whether remote resources exists, then negotiating access to them, configuring hardware  and software to use the resources effectively and doing all this without compromising security of local or remote resources. Implementing these steps requires uniform mechanism for such critical tasks as creating and managing services on remote computers, supporting single sign on to distributed resources, transferring large datasets at high speeds, forming large distributed virtual communities and maintaining information about the existence, state and usage of community resources.

Grid however goes beyond sharing and distributing data and computation resources. For the scientist the GRID offers new and more powerful ways of working that include:

Science portals and gateways: This is usually referred to as “the e-science layer” and aims to isolate the end user (and client software) from the detailed operation and interactions of the core Grid architecture. This layer directly overlays distinctive Grid elements (such as provenance metadata and semantics relationships) on non-Grid services (such as “legacy” Web Services). For example, when accessed through the e-science layer, normal Web Services may appear to expose metadata in a Grid compliant manner when in fact this is being added in transit through the e-science layer. The e-science layer aims to support a diverse range of user interfaces and access devices.

Computer in the loop instrumentation: Scientific instruments such as telescopes, synchrotrons and electron microscopes generate row data that are stored for subsequent processing  If scientist could on-demand call on substantial computing resources and sophisticated software, this could greatly enhance instrument capabilities.

Collaborative work:  Researchers want to aggregate not only data and computing power but also human expertise (i.e. both formal and informal knowledge). Collaborative problems formulation, data analysis and the like are important Grid applications.

Figure 1 illustrates an example deployment perspective for the use of GRID infrastructure emphasising  support for heterogonous clients and e-science layer (rather then focusing only on the core GRID that is already illustrated in [1]). 
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Figure 1 Example scenarios – a deployment perspective

2. Communications in e-Science

Almost everything we do involves communications with others. Increasing trend towards collaborative research involves large multi-disciplinary teams, span organisational and geographical boundaries, faster results and more ambitious goals.

Collaboration can be synchronous (e.g. real-time interactions such as virtual collaboratories, and on-line conferences, two-way fine grain communications, ad-hoc and unstructured communication patterns, and asynchronous (non real time interaction, course grained communication, more structured communication patterns).

Both forms of communication are required to support  flexible collaboration. Persistence and provenance provide basis for asynchronous interactions. User agent/gateway is a persistent representation of the Grid to the user/user to the Grid.

Persistence refers to names, users, services, things, applications and interfaces always being these independent of use or user connectivity. Provenance refers to annotating and relating resources (i.e. data, workflow invocations) to describe derivation, authorship, status, etc

Scientific computing collaborations are often comprised of small teams interacting with other small teams (large-scale experimental sciences can be much bigger but genome and nanoscience collaborations tend to be smaller [4]). Because they typically involve only a few people and only loose cooperation between different laboratories, the need for real-time cooperative work tools is relatively small and support for collaboration should focus on retrieval and analysis of archival data and literature and on extending the same facilities to more informal  material that is crucial to progress in science [4]. 

Most of the current collaborative toolkits for e-science enable two or more people to access documents, applications, resources and interfaces, as well as interlinked collection of personal and public workspaces. They are usually based only on specific coordination policies and mechanisms (access control and permissions) determine who is permitted to share and how sharing is accomplished. Workflow management and collaborative workflow is currently a hot topic in industry and research.  Groupware systems mostly only bundle some basic workflow capabilities that can be used to process workflows.  Consequently, there is an alarming need for more sophisticated collaborative toolkits that would allow non-trivial and scalable collaboration among geographically dispersed users.

3. myGrid: Architectural and Collaboration Support Overview

MyGrid is a Grid middleware project that aims to help bioinformaticians and biologists to perform workflow-based in-silico experiments and help them automate the management of such workflows through personalisation, provenance and notification of change. In biological sciences it is not the quantity but the complexity of the data that matters [3]. Most biologists have fairly modest requirements for computer power. What is most important to them is discovering resources, discovering tools, and being able to capture when, where, and why [they] did a [certain task]. MyGrid is being developed as a semantically rich layer to sit on top of a computational Grid infrastructure, and will eventually enable scientists to find and retrieve the data and applications they want. In these environments complex heterogeneous data are under constant change. Term data in this context refers to:  row data (domain entities, workflow definition), metadata, provenance, annotations, versioning, results, partial results. MyGrid allows large numbers of repositories and tools to be involved in the computation process, complex queries, transparent manipulation of multiple data and metadata sources, suspending and resuming workflows, observing workflow progress, analysing their progress. Figure 2 illustrates high level overview of myGrid architecture that provides the following functionalities: database access (personal and public repositories), domain-specific computational services and service discovery services, workflow enactment engine, [image: image2.wmf]Gateway & User Agent
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Figure 2 Architectural Overview and interaction in myGrid[image: image4.png]myGrid
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Figure 3 A Scientist browsing repositories and enacting workflows

Figure 4 Capturing workflow provenance

Figure 3 illustrates a particular myGrid use case in which user can browse through repositories (list items and workflow executions, view output and other provenance log generated by workflow), locate workflows and run them. In this figure user  selects an item from the personal repository, identifies an operation class to be applied to the selected item from the ontology service, and then lookes up workflows implementing this class of operation from a service directory, and retrieves associated metadata. Based on metadata the user retrieves the specific workflow definition; enacted the workflow using a workflow enactment engine.

Figure 4 illustrates provenance  

being retrieved after the workflow has finished executions.

4. Conclusions

Even though in its early stages, MyGrid has already been used in a variety of genome academic and industrial research projects as well as in an educational settings. It proved to provide an efficient environment for scientist to collaboratively run their workflows as well as  help them share  both formal and informal knowledge. Work to date mainly concentrated on designing and implementing generic myGrid infrastructure. Graves’ Disease has been selected as the specific application domain for the next integration fest in which myGrid functionality will be demonstrated to myGrid industrial partners as well as wider audience. 
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