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Abstract - The aim of this work is to provide for the communication between all 
microcontrollers within the open hardware structure. The control of the hexapod (the 
walking robot) is based on the layer principle, with one major-“master” and six minor -
“slaves” microcontrollers used. The CAN-Protocol is based on the information exchange 
between all microcontrollers and is also used with the perspective for further development 
and equipping of the walking robot with other information processing devices. The paper 
contains descriptions of the system architecture and organization and the connections 
between the different processors and processes. It also contains descriptions of the target 
system, the RENESAS boards and the programming and debugging tools. Another task of 
importance is to design the algorithms and the main logic in a similar way and thus provide 
for the improvement of the robot. The paper presents an example for the configuration and 
implementation of the system aimed at achieving the desired results. 

 
 
1. INTRODUCTION 

 
In the field of intelligent robotic systems, the current 

research has concentrated on the realization of adaptive 
control algorithms, the availability of training for 
improvement of the behavioral management, and on the 
adequate knowledge to present and interpret the sensory data, 
which in most cases are incomplete and noise-polluted. 

Тhe selection of adequate methods for solution of the 
subtasks in real-time is one of the critical points when 
developing the control behavior for a real robot. 

From the methodology perspective the use of neural 
networks, fuzzy logic, genetic algorithms and an approach, 
based on predefined rules looks like applying promising tools 
to fix elementary behavioral control modes [1],[2],[3]. 

Other approaches use hierarchically organized control 
strategies [4] [5]. Since there are no general rules that 
describe precisely the spheres of application of these methods 
or their effectiveness compared to others, the choice of 
instruments was made by a process of trial and error 
techniques. 

The hierarchical modular control architecture of BiMoR 
(Biologically Motivated Robot). is similar of walking 
machines [6] and [7]. A PC system at the top level of the 
hierarchy performs the main robotic tasks e.g. path planning, 
calculation of foot trajectories and communication with the 
environment (Man Machine Interface). On second level, 
RSKM16C29- microcontroller is connected with the PC 
system and is used for movement realization, sensor data 
acquisition and pre-computation. For the aim of execution the 
basic functions of legs like closed-loop joint control (valve 
control, recording the signals of joint encoders) are installed 
six EVBR8C22/23-microcontrollers. On base level, each 
sensor and actuator is connected with the interface board to 
the microcontroller board. The RSKM16C29 and 
EVBR8C22/23 (made by RENESAS)  microcontrollers are 
installed in industrial controller boards and contain one Full 
CAN (ver.2.0B) module, which can transmit and receive 
messages in both standard (11-bit) ID and extended (29-bit) 

ID formats. Controller Area Network (CAN) bus is one of the 
Field bus control system type used in decentralization, 
intelligence and networking. 

The CAN-controller from RENESAS which is integrated 
in microcontrollers is designed to provide reliable, error-free 
network communication for applications in which safety and 
real-time operation cannot be compromised. CAN is based on 
a “multiple master, multiple slave” topology. Its main 
attributes can be summarized as follows: 

• High reliability and noise resistance 
• Fewer connections 
• Flexible architecture 
• Error handling through peripherals 
• Low wiring cost 
• Scalability 

 
2. TOPOLOGY OF THE CAN-BUS 
 

CAN uses bus topology. Here all CAN-Nodes (CAN-
Station) are connected with relatively short wires with the 
actual bus. (Figure 1.) 
 

 
Fig. 1. Line topology at the CAN bus 

 
This topology has the advantage, that if one CAN-Station 

fails, it has no direct influence on the CAN bus. All other 
CAN-Stations can still communicate without restriction 
(Figure 2.). 

The main disadvantage of this topology is, that if the 
CAN bus is interrupted, then all of the CAN-Stations from 
the rest of the CAN bus will be unavailable. All other CAN-
Stations remain functional to the point of interruption,  
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off, the receiving slot is configured - Rx CAN. Then the 
messages are awaited. If the new message relates to the 
control system a decision, based on the message contained 
data, as to what LED should flash is originated. On the next 
step new messages are awaited. 

The right side of the flowchart shows the Master logic. It 
configures the Tx CAN slot to transmit and sends the 
message. Then the Master waits for the Tx interrupt (which 
means that the message is successfully sent), then the LED 
diode flashes and a new cycle begins. If there is no 
interruption, the Master does not try to send new messages. 

The length of the messages that are sent by the 
communication between microcontrollers is 8 bytes. Each 
byte contains different data (Figure 6). The last two bytes in 
this case do not contain actual data and their value should be 
0 to avoid an errors in communication. 
 

 
Fig.6. CAN Message 

 
• Leg ID - the ID of that leg, which is to fulfill this command. 
• Command - the command code, which must be met. 
• Joint ID - the ID of this joint, which is to fulfill the 
command. 
• Start position - the position from which to start the 
movement of the joint. 
• Middle position - the middle position in the joint 
movement. 
• End position - the position on which to end the movement 
of the joint. 

Program code is written in C programming language 
using the following software tools: 

• HEW - High-performance Embedded Workshop 
integrated user interface for developing and debugging 
embedded applications using microcontrollers, RENESAS . 
HEW is a powerful, yet easy to use development 
environment that provides a standardized user interface. C / C 
+ + compilers and debuggers, including emulators and 
evaluation boards can be seamlessly integrated modules. This 
gives the user a uniform interface for the entire development 
cycle is given by the hand, enabling him to take advantage of 
the full functionality of development tools. 

• The E8 is acting as an on-chip debugger for the 
entire M16C family and the H8/Super. In conjunction with 
the High-performance Embedded Workshop (HEW), it offers 
a wide range of debug functions. 
 
4. APPROACH TO THE HARDWARE 

 
The first test shows the path to achieving a preset 

ancillary goal. The idea is to connect just two Master 
(RSKM16C29) and Slave (EVBR8C22/23) microcontrollers, 
and to establish a communication between them over a CAN-
Bus. Figure 7 visualizes how the Master - Slave is connected 
to twisted three-wire cable (CANL, CANH and GND). 

The Master periodically tries to send a message. If the 
sending is successful, it is confirmed by the blinking LEDm. 
The latter is associated with a CAN TX interruption. In the 
Slave there is also a LEDs connected to a CAN Rx 
interruption. If no message is received LEDs does not blink. 
If after sending the message there is no Acknowledge, none 
of the LED blinks because the Tx interruption hasn’t been 

generated. With this kind of communication testing the 
following experiments were carried out. 

 Activating the Reset button on the Master shows that 
there is no transmission of any message and an Rx 
interruption in Slave is not generated. 

 When interrupting the cable between Master and Slave 
the same results are observed: there is, of course, no 
communication. 

 These procedures were tested at different 
communication speeds- up to 500Kbps on the CAN 
System Clock by way of CCLKR and C0CINR Register. 

 

 
Fig. 7. The Master in connection with aslave 

 
 In the second experiment, the Master and all six Slaves 

are involved. The function of all Slaves is the same - 
they have to wait for a message and not send anything. 
They are connected to the Master and receive the same 
message from it. This system can be seen in Figure 8. 

 

 
Fig.8. The Master in connection with all six slaves  

 
 Another possibility to test the communication is the 

sending of new messages to all Slaves. The Master 
board has three buttons. When you press the second 
button, the Master sends a new message. In fact, the ID 
is the same as before, but the data are different. Slaves 
receive this new message and instead LED0, LED3 is 
flashing. If you release the button LED0 flashes as 
before, because once again the old message is being 
sent. 

 The third possibility to test communication is the 
sending of real messages. This test involves sending of 
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six different messages separately for each Slave so that 
each Slave can only receive and process its own 
message. This test starts after the third button on the 
Master is pressed. LED2 confirms that the Slave has 
received its message by flashing.  

 
5. RESULT AND DISCUSSION 
 

The main subject of the paper is the significant increase of 
stability and scope of use of the CAN-BUS in the control of 
walking robots. 

The efficiency of the chosen approach for local control 
was confirmed by the use of an experimental setup for 
validation of the used hardware and implemented software 
modules. 

The real-time measured oscilloscope signals (Figure 9) 
for the CANL and CANH show stable levels and no 
significant noise. 
 

 
Fig.9. Voltage level of the CAN-bus measured with a two-

channel oscilloscope 
 

The results achieved in real time show a considerable 
performance reserve, allowing the implementation of 
additional algorithms. 

The achieved basis is the fundament for further 
exploration of the system and communication limits by using 
additional hardware. 
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