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Sadržaj - U ovom radu je pretstavljen pokusaj dizajniranja sistema za prepoznavawe glasovnih signala, zasnovano na prepoznavanju vremensko kodiranih signala upotrebom veštačkih neuronskih mreža. Nekoliko arhitektura neuronskih mreža (perceptron sa više nivoa kao nadgledavana mreža kako i samoorganizujuće mape kao nenadgledavane mreže) iskorišćene su za prepoznavanje vremensko kodiranih signala. Specijalni setovi glasovnih signala (ljudskih i životinjskih) snimljenih u realnim uslovima, iskorišćeni su u fazi učenja procesa prepoznavanja.

Rezultati dobijeni procenom performansi različitih pristupa upoređeni su iz nekoliko aspekta u odnosu potignute preciznosti prepoznavanja i karakteristike njihovih arhitektura. 

Abstract - In this paper is presented an attempt to design system able to recognize voice waveforms, based on recognition of time encoded signals using neural networks. Several neural networks architectures, (Multilayer Perceptron as supervised network and Self-organizing Maps as unsupervised networks) were used for recognition of time encoded signals. Special voice signal sets (human and animal) recorded in real conditions were used in learning phase of the recognition process. Results obtained from performance estimation of the different approaches were compared from several aspects regarding achieved recognition rate and characteristics of their architectures.

1. INTRODUCTION

In this paper is presented a system able to recognize voice waveforms. Creation of voices or vocalization is a result of physiological processes in the human or animal vocal tract due intention to perform some operation or certain psycho-physical state of the observed subject. Most of the techniques used in the field of Artificial Speech Recognition (ASR) could be used for voice recognition as well.

In order to isolate and estimate acoustical features from voice signal sequences, several methods in time domain were used: time encoded signals, zero-crossing rate, autocorrelation, signal energy estimation etc.

For the problem of classification this system employed Artificial Neural Networks (ANN) of which, Multilayer Perceptron (MLP) as supervised network and Self-organizing maps (SOM) as unsupervised networks. Special sets of animal and human vocalization, recorded in real conditions, were used in training and testing phase of the recognition process. 

Results obtained from performance estimation of the different approaches were compared from several aspects regarding achieved recognition rate and characteristics of their architectures. 

2. VOICE RECOGNITION

Voice recognition problem could be defined as a classification process in aspect of specific feature of sound sequences produced by physiological processes in some organism. It should be emphasized that there is no limitation on human produced voice waveforms only, but it could be related on sounds produced by any living organisms, by vocal tract with air flow from lungs (domestic animals, sea mammals), producing ultrasound waveforms (bats), by mechanical vibrations of body parts (insects). In certain applications verbal contents are not of importance at all, however the aim is to isolate some non-verbal features.

Voice recognition problem could use majority of well-known techniques and algorithms for artificial speech recognition but some could be neglected [1]. 

The problem of voice recognition could be limited on simply comparison of isolated voice sequence without the need of knowing their phonetically contents, the classification will be performed only by processing of acoustical features. There is no need of production large lexicons, because the application is limited on small number of possible solutions, and consequently avoiding complex system realization. Standard Artificial Speech Recognition system could be always used in voice recognition with previous analysis of target sound sequences in order to generate phoneme set and appropriate lexicon. Such example is isolated speech recognition – word recognition, but it this system animal voice recognition could not be used, where a reliable alphabet production could not be performed.

System architecture for voice recognition systems will contain the basic modules of the speech recognition system – voice preprocessing and their classification. 
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figure 1. Voice recognition system
The signal processing block (fig. 1) is used for acoustical features parameters estimation from the voice signal and the best possible representation of their spectral characteristics. The voice signal is preprocessed, and an array of acoustical vectors suitable for further analysis is produced in this two first modules. Most of the systems for Artificial Speech Recognition produces output of the preprocessing block which is either spectral or cepstral representation of the acoustic signal. 

Voice recognition system may use this method for acoustical features presentation which corresponds to the acoustical modeling in spectral domain, also the system could use acoustical vectors produced in time domain with time signal encoding.

Comparison and classification of the input samples were performed in the next stage, in case when the preprocessing is done in spectral domain, the array of input acoustic vectors were compared using similarity measure, with array of spectral (or cepstral) vectors of voice sequences used in training phase of the voice recognizer. In the other case where preprocessing was conducted in time domain, input vectors (with fixed length) are compared with existing templates by measuring their similarity, or the trained classificator estimate the probability for matching certain classes.

Each vector comparison could be considered as local mapping form frame (vector) in symbol or parameter. Local match usually do not provide unique choice from nearest class of acoustic signal, but set of distances – probabilities for matching certain category. This block is also known as probability estimator.

The classification process may include simple comparison of similar vectors by measuring their distance, or use Artificial Neural Networks for classification. Multilayer Perceptron or Self-organizing Maps such as Kohonen’s self‑organizing map could be used. It is not suitable to use Recurrent Neural Networks and Time Delay Neural Networks in the context of voice recognition problem, because the presented input vectors are with fixed dimension and not time-variable vector arrays. 

Voice recognition problem is not limited only to human vocalization, its application could be used in animal voice recognition, e.g. any subject which under physiological processes is able to produce acoustical response [2]. These voices carry information for the subject intention or its psycho‑physical state, and main task of such system will be estimation of this information. Possible application could be divided by type of the subject – human or animals. Systems for human voice recognition could be used in following applications:

Interactive Voice Response systems, public and mobile telephony, medicine - patient data recording, vocal tract anomaly diagnostics.

Security systems - persons and object surveillance, eavesdropping system, person verification and access authorization. Voice recognition in military techniques - fire guidance systems, communication systems, voice controlling vehicles and aircrafts in battle and moving conditions.

Systems for animal voice recognition could be used in following applications: Psycho-physical state estimation in animals, physiological disorders diagnostics, monitoring large groups (farm animals) and unique organisms (sea mammals), scientific researches in etology field – animal behavior, observing species in their natural environment.

3. SYSTEM OVERVIEW

Time signal encoding for voice recognition is directly based on mathematical characteristics of the signal, without making any equivalence with physiological processes of the auditory system, and produced parametric vectors classified by artificial neural networks.

The choice of technique combination was made according the nature of the voice recognition problem. Acoustical voice signals are processed as a whole, without segmenting to subunits as phonemes or syllables. This is noticeable in the animal voice recognition where is almost impossible to make any phonetically interpretation of voices. This is justified also from the aspect of techniques used in voice recognition where the systems are limited on small number of speakers with limited choice of voices in the system lexicon. 

3.1. Time Encoded Signals for voice recognition

Figure 2 presents a scheme of the system for voice recognition that uses classification of time encoded signals. The system consists of following modules: block for signal acquisition, A/D conversion, TES coder where the digitized signal is transformed in time domain to array of symbol descriptors, then block that produces fixed length S –matrices – inputs in the neural network classificator.
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figure 2. Voice recognition system TES
3.2. Symbolic coding in time domain

The choice of recognition method is the most important to design a system able to operate in specific condition and for highly specialized application. Because of the nature of the application this system for voice recognition will use Time Encoded Signal Processing and Recognition for signal parameterization [3].

The biggest advantage of TESPAR S-matrices compared with other descriptors in frequency domain (i.e. MFCC) representing time-varying signals is the fixed dimensions despite the difference in signal length [4]. This enables easy templates creation in the training phase, and in the recognition phase allows usage of variety of different classification procedures, like neural networks, particularly Multilayer Perceptron and Self-organizing Maps.

3.3. Classification with Neural Networks

Because of their fixed length, S-matrices are ideal form of input vector for neural network classificator. This system uses Multi Layer Perceptron with 2 layers, where the number of input layer nodes is equal with the length of the S-matrix – 28, one hidden layer with logsig transfer function and the output layer with specific number of neurons using logsig function too. The choice of the number of neurons in the hidden layer is made empirically comparing the neural network performance. In case where the number of the neurons in the hidden layer is too small, the network is not trained to classify input samples appropriately (underfitting). Otherwise, increasing the number of neurons in hidden layer may introduce an effect of saturation (overfitting) and the neural network is well trained to classify or recognize only the training set of input samples. 

The choice of the transfer function in the neurons was made according to the characteristics of the S- matrices which elements has only positive values in the range [0,1], that causes output neurons to presents values between 0 and 1, corresponding to possible probabilities and presents probability estimation for class recognition.

In order to perform system training, first training set must be made with recorded voice sequences which best describes and presents specific output categories. Wrong choice for sequence non typical for certain class could slow the training phase, increase mean square error and provide bad trained network. The training set is composed of input – output pairs of S-matrices and outputs values 0 and 1 on the corresponding node.

For the training of the ANN, Gradient Descent Algorithm was used, with the momentum =0.95 and variable learning rate with initial value =0.01. In the case when MSE increases 1.04 folds of the previous epoch then  is multiplied with the factor 0.7, or multiplied with factor 1.05 if the MSE is decreased. Better generalization of the neural network coefficients can be achieved with the variable learning rate. The process of the training is stopped in the moment when the target MSE is achieved or maximum number of training epochs are reached [5].

Of great importance is not to allow MSE function to fall in local minima, which introduces better function approximation for only one output class compared to others and worse neural network generalization.

3.4. Voice recording, preprocessing and classification

Vocalization sequences of the different breeds of animals (dogs) were recorded with ordinary microphone. Sound signal is digitized with 20.05 KHz sample rate with 16 bit resolution providing quality processing and more precise classification. Figure 3 represents a spectrogram of dog vocalization and its corresponding S-matrix (figure 4).
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figure 3. Spectrogram of animal vocalization
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figure 4. S-matrix of animal vocalization
3.5. Performance estimation

Three different classes of vocalization were used in the system performance estimation: three different subjects with 47 sequences of class 1, five subjects with 88 sequences of class 2 and three subjects with 25 sequences of class 3. Training set contained total of 72 sequences, 24 form each class (figure 5). 
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figure 5. Training set of S-matrices
In order to make a choice for the number in the hidden layer, as well as to set an optimal target value for MSE function, series of testing were made changing these two values. The first tests begins with initial 15 neurons in the hidden layer and multiplied with 2 up to 240, the target value for MSE was changed form 0.001 to 0.1 with 0.025 steps. Those values were chosen providing the smallest difference in the recognition rate percentage in the training and test sets.

The training phase with training set consisting of 72 input-output pairs was performed on the neural network with maximum duration of 500 epochs. The achieved results are given in table 1.

table 1: Achieved results for the system recognition rate
Training set (%)

Neurons/МSE
15
30
60
120
240

0,1
88,88
83,33
87,50
87,50
81,94

0,075
87,50
84,72
87,50
87,50
87,50

0,05
91,67
94,44
91,66
93,05
94,44

0,025
94,44
97,22
95,83
95,83
97,22

0,01
93,05
94,44
100,00
100,00
100,00

Test Set (%)

Neurons/МSE
15
30
60
120
240

0,1
71,11
57,77
70,00
72,22
65,55

0,075
63,33
64,44
67,78
65,55
63,33

0,05
63,33
73,33
66,67
75,55
72,22

0,025
65,55
70,00
77,77
72,22
77,77

0,01
68,88
68,88
70,00
75,55
76,66

Difference between training and test set (%)

Neurons/МSE
15
30
60
120
240

0,1
17,77
25,55
17,50
15,27
16,38

0,075
24,16
20,27
19,72
21,94
24,16

0,05
28,33
21,11
25,00
17,05
22,22

0,025
28,88
27,22
18,06
23,61
19,44

0,01
24,16
25,55
30,00
24,44
23,33

According to the presented results, several conclusions can be made. By increasing the number of the hidden layer neurons and simultaneously decreasing the target value of the MSE function, the recognition rate of the recognizer also increases for training set recognition and resulting in overfitted network – “look-up table”. The recognition rate of the test set also shows similar trend for smaller target values for the MSE, particularly for N=240 and MSE=0.01. 

It has to be emphasized that MSE functions in the training process with these values never reaches the target value for MSE (the process is stopped after reaching the maximum number of epochs). It can be assumed that higher values could be set for MSE target to improve the network generalization. Criteria for parameter value choosing will be summarize in following conditions that must be fulfilled simultaneously: highest rate value for test set recognition and the smallest difference between training and test set recognition rate value. And the following values correspond with the given directions: N=60 for the number in the hidden layer and MSE=0.025 as target mean square errors values. The MSE function is shown on figure 6.

Repeating the training phase with the chosen parameters, 97,22% recognition rate was achieved in training set recognition of 72 samples, and 77,77% properly recognized samples of 90 from the test set. These values and those presented in the table differs because of the different settings for the initial values of neurons weightings which were randomly chosen at the beginning of the training process. It could be possible to make several consequent training runs and to choose a network which provides the highest recognition rate values for the testing set.
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figure 6: MSE function slope in training process

4. CLASSIFICATOR COMPARISON 

Classification methods for Time Encoded Signals were compared. In the previous experiments multilayer perceptron was used for classification, it can be assumed that selforganized maps can be used for clustering the input vector space in certain classes. 

In order to compare these two different approaches, recorded human and animal sequences were used. Voice command sequences (5 states), pig voice sequences (4 states) and cows (3 states), as well as dog vocalization (3 states). 

In the classificator comparison Multilayer Perceptron, Learning Vector Quantization and Self-organizing Maps were used with same training and testing sets.

Multilayer Perceptron. Parameters derived from the previous conducted experiments were used as optimal, 28 input, 60 hidden and corresponding number of output layers (according to output classes). Target value for MSE function was set on 0.025 which must be reached within 500 training epoch.

Kohonnen’s Self-organizing map. The Kohonen SOM uses number of output neurons equal as the number of target categories. The training process is unsupervised and it is limited on 1000 epoch, the performance is estimated for the both training and testing set.

Learning Vector Quantization (LVQ). The network topology consists of 28 input, 60 hidden and corresponding number of output neurons. The training process is supervised and the objective is to achieve zero value for MSE, otherwise the process will finish when the maximum number of epoch -200 is reached.

The results of the comparison tests are presented on the table 2. It is obvious that the Multilayer Percpetron has shown best results, regarding all conditions and different type of voice signals for different subjects. Self-organizing maps, particularly Kohonnen SOM has shown far weaker results, only LVQ network gives a little better performance.

Some conclusion can be drawn, the combinations of time encoded signals and multilayer perceptron has shown best performance regarding recognition rate for different types of vocalization – human or animal and for different purpose: verbal content recognition (commands) or anatomical features estimation (vocal tract in dogs). The Kohonnen’s SOM shows acceptable performance in pig vocalization recognition, but because the very small number of training and testing sequences the validation of the results is under question.

table 2. Neural network classifiers for S-matrices performance comparison results
%
MLP
SOM
LVQ

Sequences (training/test)
Training
Testing
Training
Testing
Training
Testing

Pigs - 4 classes (23/38)
91,03
71,05
69,56
65,78
95,65
92,10

Cows - 3 classes (97/48)
96,90
87,50
38,14
45,83
76,28
77,08

Dogs - 3 classes (72/90)
97,22
73,33
27,77
31,11
81,94
68,89

Commands - 5 classes (85/25)
97,64
72,00
27,05
32,00
81,17
80,00

5. CONCLUSIONS

Realized voice recognition system achieved results that confirm the usability of Time Encoded Signals and Artificial Neural Networks for voice recognition problems. The presented system consists of TES coder for signal parameterization and Multilayer Perceptron for S-matrices classification. The designed system was used for recognition of three different classes of animal vocalization (dogs) and the recorded sets were divided in training and testing set. 

Comparison of the achieved recognition rate was made regarding the number of neurons in the hidden layer of the perceptron, and optimal values for number of hidden neuron and target mean square error were chosen. With these optimal parameters another tests were performed which gave successful recognition rate. 

Additional comparisons were performed from the aspect of different Neural Network types. From the results it can be concluded that the Multilayer Perceptron gives best recognition rate, Learning Vector Quantization a little lower but in the expected range having in mind that uses supervised training process. The Kohonen’s Self-organizing Map according to the showed results is not suitable for classification of S-matrices of acoustical voice signals.
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