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Abstract - This paper describes NITRO, a remotely controlled semi-autonomous robot. NITRO is a prototype built to explore different forms of human-machine interaction, real-time semi-autonomous motion control, audio/video streaming, mobility and connectivity in wireless networks. It is intended to be used as an easily manageable mobile multimedia center, providing information to people in the near of the robot, offering at the same time connectivity with the remote operator. NITRO was built using commercially available hardware components. Building such complex system requires knowledge from several scientific fields as: mechanics, electronics, hardware, software, and even design. The integration of different technologies (robotics, multimedia, videophone and networking) has led to identification of new features, which improves the robot, like acoustic echo cancellation, face detection, recognition and tracking, semi-autonomous behavior and wireless network roaming. Finally, NITRO became a suitable platform for further research and development.

1. INTRODUCTION

The robots of the movies, such as R2-D2, C-3PO and the Terminator are portrayed as fantastic, intelligent, even dangerous forms of artificial life. However, robots of today are not exactly the walking, talking intelligent machines of movies, stories and our dreams. Today, we find most robots working for people in factories, warehouses, and laboratories. In the future, robots may show up in other places: our schools, our homes, even our bodies. As the technology progresses, we are finding new ways to use robots [1]
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Anyhow, the robots are always somehow interacting with humans, either by taking commands or providing services. This is the reason why the audio-visual interface, together with robot appearance is very important. The goal of described project was development of a platform being used in applications that involve telemetry, telepresence, interaction with humans and providing information to humans in form of multimedia content (audio-visual information), motion and suitable actions[3]
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As a result of this project, the robot called NITRO (Novi Sad Institute of Technology Robot) was developed. It was built using commercially available hardware components. The targeted functions were:

· Remote control of robot actions.

· Advanced communication features with persons near robot like videophone.

· Multimedia features of the robot like playing prerecorded or streamed audio/video content. 

During the development of the targeted functions, other valuable features were recognized, which improves the basic functions.  They are acoustic echo cancellation (AEC), face detection, recognition and tracking, semi-autonomous and autonomous navigation. After the implementation of the improvements, NITRO became a robot usable for many purposes like robot-guide in companies, museums, airports, as a presentation platform, in telerobotics, telepresence (education), and video conferencing.

A typical usage is shown in Figure 1. After startup, the robot registers itself in the wireless network, and waits for incoming connections. Then, the remote operator starts the remote control application on his computer. After entering the network name of the robot, the software connects to the robot using the network infrastructure, and lets the operator to control the robot. The operator receives audio and video from the robot.
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Figure 1 Connection of the remote operator with the robot and persons near it

During navigation, the operator relies on the video received from the robot and the readings of the proximity sensors installed on NITRO. The complete status of the robot (sensor readings, motor speeds, subsystem status, etc.) is sent to the control software, which presents the telemetry data graphically. 

The operator can start playback of prerecorded multimedia material like music or movies. The robot will play back the presentation, while the operator still has the possibility of navigation. As the camera is mounted on a moveable pod, by moving the camera, the operator can get a better overview of the environment. When a person approaches the robot, the operator can open a bidirectional audio/video (videophone) link. In order to retain the conversation partner in the view of the robot camera, the operator starts the face tracking feature. As the partner moves, the camera follows him, aiming to keep him in the center of the view.

From one hand, NITRO should provide a suitable interface to the people around it. For graphical interface 15" flat screen display is chosen. The display shows the NITRO logo, a graphical presentation or the video from the remote operator, or their combination.

2. NITRO HARDWARE

NITRO (Figure 2) is built around a mechanical body driven by 2 motors, equipped with 2 wheel encoders, 8 touch sensors
, 7 proximity sensors
, an audio subsystem consisting of stereo microphone
 and stereo speaker set, flat screen display
, moveable camera pod
 and camera with wide objective lenses
.
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Figure 2 NITRO hardware components

The proximity sensors are connected to the A/D converters of the OOPIC microcontroller board. One front and one back sensor are directed to the floor at angle of 45 degrees (see Figure 5, dotted lines). The other 5 sensors are positioned at the front side of the robot, directed in parallel with the floor (see Figure 5, full lines). The reason for this arrangement is the fact, that the robot is most time driven forward. The touch sensors and the wheel encoders are connected to the digital inputs of the OOPIC board. The motors are driven by the PWM output of the OOPIC board, routed through appropriate bridges.

The OOPIC board is connected to the single board computer (SBC, ARCOM Olympus, Pentium M 1 GHz) through RS-232 connection. The SBC is extended with a PCI video grabber card, which converts the composite video signal from the camera to digital data. The flat screen display is connected to the video output of the SBC. The microphone is connected to the microphone input of the board, while the speakers are connected to the on-board amplifier. The SBC controls the moveable camera pod through USB interface. The same interface is used for connecting the Linksys IEEE 802.11b WLAN adapter.

Beside the components described above, additional boards are installed for power supply. They are specially designed to eliminate the interference on the power lines caused by the motors. The robot is powered by 3 rechargeable batteries: two for electronics and one for motors.

3. NITRO SOFTWARE

The NITRO software has a modular structure. The modules are clearly separated, by features and responsibilities. Higher-levels relays on low-level functions (see Figure 3). 

3.1. OOPIC SYSTEM SOFTWARE

The lowest level is the OOPIC system software that handles hardware devices like sensors, motors and encoders. The system software makes possible to initialize, configure, run the devices, and to read their values. Every device is modeled with an appropriate software object having adequate attributes and methods. The OOPIC system software is provided by the manufacturer of the OOPIC board.
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Figure 3 Software architecture

3.2. REFLEX ROUTINES

The responsibility of reflex routines is to retain robot integrity. They are implemented at the next, higher level. The reflex routines stop the robot in dangerous situations. They are (see in Figure 4):

· Downstairs (wall) in front or back of the robot, detected by the front or back proximity sensor directed to the floor. When the readings indicate longer (shorter) distance than expected to the floor, there is cavity (obstacle) in front or back of the robot (see Figure 4).

· The proximity sensors mounted horizontally are also included. If their readings indicates obstacle in front of the robot, they prevent the robot to move toward obstacle.

· The touch sensors are located in a belt installed on the robot, thus forming an 8-segment touch sensitive belt. When the robot hits something, the appropriate touch sensors are triggered, and prevent the robot from moving in that direction.
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Figure 4 Stairs and wall detection

The reflex routines are implemented at level close to hardware because the response time. The most critical situation is downstairs in front of the robot. The routines must react very quickly; otherwise the robot will fall downstairs. The reflex routines are simple algorithms, relying on comparison with some precalculated thresholds.

3.3. LOW-LEVEL MOTION FUNCTIONS

As mentioned, the robot is driven by 2 motors. They are controlled by a PWM signal from the OOPIC board. Since the motors and the gear mechanisms are never identical, even when the motors are driven by same PWM, they wheels could rotate at different speeds. This causes the robot to steer. In order to compensate this behavior, wheel encoders are installed. The wheel encoders detect the actual rotation of the wheels. The correction algorithm is implemented as a software PID regulator. The input error is the difference between left and right encoder readings. According to the difference, the fill factor of PWM for the right motor (actually its speed) is adjusted, until the encoder readings match. This correction is made only when the straight forward command is issued.  

3.4. HIGH-LEVEL MOTION FUNCTIONS

NITRO is controlled by a remote operator. The navigation is based on video feedback and telemetry. The operator controls the robot by pressing arrow keys on the keyboard. Key-presses are converted to motion commands, and they are sent to the robot through wireless networks. Delays on wireless network can be significantly higher than the delays on wired networks, so navigation may be tedious in narrow passages. High-level motion functions aim to make remote navigation easier, by slightly adapting the remote commands locally. The main goal is handling situations like passing through doors and navigation in narrow passages. In both cases the same algorithm is used, based on [5].

The inputs of the algorithm are the readings of the horizontal proximity sensors. According to them, the algorithm tries to find the open space in front of the robot, adjusts the speed of the motors, causing the robot to turn toward the open space. The responsibility of the remote operator is to roughly direct the robot toward doors or passage, and to press the forward key. The robot will start, but when some obstacle reaches the range of the sensors, it will perform a slight turn (see Figure 5, left side). 
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Figure 5 Navigation aiding functions with sensor positions

3.5. ROBOT CONTROL MODULE

The robot control module is responsible for implementation of robot-specific functions. It acts as a network server, which accepts incoming connections from remote control software. Once a connection is created (i.e. when a command channel is formed), the robot control module accepts commands from the remote side, and periodically sends the robot status to the remote side.

The commands being sent to the robot are:

· Robot motion related commands, like: straight forward, forward with slight left (right) steering, backward, turn left, turn right.

· Camera motion related commands (camera pan and tilt).

· Videophone related commands (start, stop and configure videophone).

· Multimedia related commands (start, pause and stop presentations).

After receiving a command, the robot control module passes it to the appropriate subsystem.

3.6. VIDEOPHONE FEATURES

The task of the videophone subsystem is to provide uni- or bidirectional audio/video link between the robot and remote operator. During navigation, only the direction from the robot to the remote operator is needed. During conversation with a person near robot, bidirectional connection is required.

The videophone subsystem relies on well-known videophone technologies. For videophone communication, standard H.263 video codec [6] and G.723.1 audio codec are used [7], transmitted using Real-Time Protocol [8]. The format of the video stream is QCIF (176x144 pixels), up to 25 fps, requiring up to 128 kbps. The G.723.1 codec compresses the mono sound sampled at 8 kHz to a data stream of 6.3 kbps. As it compresses one block of 240 samples to 24 bytes, the overhead caused by network header (at least 28 bytes for UDP packets, additional 12 bytes for RTP) becomes significant, consuming 15.3 kbps of bandwidth. 

The fact that for connection wireless network is used significantly influenced the videophone implementation. Before the compressed multimedia streams reach the receiver, they are transmitted though the network as independent streams. After decoding, the timings of streams are ruined [9]. The task of the playout module is to reconstruct the correct intra-media and inter-media timings. The network can influence the transmission in several ways: packets can be reordered and they can be significantly delayed or even lost. This is especially expressed in wireless networks [10]. To achieve quality videophone communication, several requirements has to be fulfilled, like media timing reconstruction, lip synchronization, end-to-end latency below 400 ms. Beside the issues mentioned, the algorithm also compensates different clocks at end-points (clock-skew) [11], dynamically changing network conditions (jitter compensation), and sudden jumps in network delay (transit time spikes) [12].

Due to the construction of the audio subsystem, in case of bidirectional videophone connection, the acoustic echo generated by the speakers was very strong, comparable with the power of the useful audio. This was disturbing at the remote side, since the operator heard its own, delayed voice. The solution was introduction of acoustic echo canceller (AEC), specially developed for situations when the power of echo is comparable with the power of useful audio. 

The implemented echo canceling algorithm aims to model the echo path with a FIR filter using the PNLMS algorithm [13]. It consists of following algorithm blocks: delay estimation (DE), voice activity detector (VAD), double talk detector (DTD), finite impulse response (FIR) filter with Fast Least Mean Square (FLMS) algorithm, and post processing algorithm (PP) (see Figure 6).
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Figure 6 Structure of the acoustic echo canceller

3.7. IDENTIFICATION AND TRACKING FEATURES

Since the robot is equipped with moveable camera used for better navigation, it can be also used for videophone features improvements[14]. The idea is to follow the partner during conversation, allowing him to move during conversation. The videophone software includes algorithms for face detection, face recognition and face tracking.

Face detection is first phase in face tracking process. Face is detected by using stored color histogram model. Detector searches ellipse [15] surrounds area in picture containing color information that best matches stored color histogram model (see Figure 7). Search for face is performed in area around central point specified by the user. Algorithmic tool used in this process is also used in face tracking.

The face recognition function is based on eigenface approach derived from principal component analysis [16].  Selected image is pre-processed by simple normalization and transferred into eigenface space. Eigenfaces are characteristic features of the faces extracted as most dominant from face-space. Because we use only a dominant part of the eigenfaces, such description represents an approximation of the original image. Main task of this transformation is significant dimensionality reduction of the face feature vector. Calculating Euclidean distance between eigenface vector of the current image and eigenface vectors of previously trained base of known faces (organized into face classes), it provides a measure of similarity.  The average lowest value of this measure, indicate possible recognized face. If the calculated Euclidean distance between current and closest face class is under some threshold value, one can assume that image is not face at all. Current development of this feature goes in two directions: (1) enhancement of algorithm robustness on variation in lighting intensity as well as head proximity and orientation by image pre-processing; (2) improvement of recognition rate, using other similarity measures [17].

[image: image8.jpg]



Figure 7 Face detection phase

The goal of face tracking algorithm is to keep desired person in centre of image. Main reason for this is to keep person, which participates in ‘video-phone like’ communication with NITRO operator, in the centre of the image. Face tracking is composed of two parts: head tracking and camera control (Figure 8).
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Figure 8 Face tracking block diagram

Method for face tracking combines the output of two different modules: one that matches the intensity gradients along the object’s boundary and one that matches the color histogram of the object’s interior (Figure 9). Since these two modules have roughly orthogonal failure modes, they serve to complement one another. The result is a robust, real-time system that is able to track a person’s head with enough accuracy to automatically control the camera’s pan, tilt, and zoom in order to keep the person centered in the field of view at a desired size. The algorithm is insensitive to out-of-plane rotation, tilting, severe but brief occlusion, arbitrary camera movement, and multiple moving people in the background [18].

After successful identification of the face, the tracking algorithm analyzes the subsequent frames. The result of the analysis is a motion vector, which is the input of the PID based camera controller [19]. 
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4. CONCLUSION

In this paper, NITRO, a remotely controlled semi-autonomous robot is described. The robot uses wireless network for connectivity, and it has multimedia and videophone capabilities. It is result of multidisciplinary research and development. Due to the combination of different technologies (robotics, multimedia, videophone and wireless network), many additional features were identified as valuable for such system: wireless roaming, acoustic echo cancellation, automated gain control, face detection, recognition and tracking, navigation aiding functions, etc. Also, weaknesses of common approaches and solutions were identified, which would otherwise remain hidden in ordinary applications.

After the extension of NITRO feature set with advanced functions, it became a very attractive presentation platform, usable in education, meetings, fairs, also as a robot guide in companies, museum and airport, or teleconference system. If combined with touch screen, it can be used as an interactive informational center. 

NITRO is also a very suitable development platform. Due its modular software structure, either high-level or low-level algorithms can be easily integrated into existing framework. Also, its hardware can be easily extended with new sensors and devices. It can be used for development of wide variety of algorithms in applied artificial intelligence, autonomous behavior, navigation, human interaction, audio processing, video processing and network management.

The combination of different techniques and solutions lead to new approaches for problem solving and ideas for further improvement in: autonomous motion with obstacle detection and path finding algorithm, higher level robot-human interaction using voice command system, sound source separation, audio tracking, etc.
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