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Sadržaj - Ovaj dokument opisuje detekciju neočekivanih događaja pomoću fazi modela koji su formirani za izabrane procesne promenljive. Detekcija neočekivanih događaja u realnom vremenu  se oslanja na jedan od dva ugrađena mehanizma koji se aktiviraju u zavisnosti od postojanja ili ne postojanja odgovarajuće izmerene vrednosti procesne promenljive u datom  trenutku. Mehanizmi dijagnostike su zasnovani na proračunavanju odstupanja između odgovarajućih parametara – izmerene i estimirane vrednosti. Sistem je razvijen i verifikovan na tunelskoj peći u industriji keramike. Korištena je SCADA baza podataka za obučavanje Takagi-Sugeno modela. Rezultat korištenja ove visoko precizne detekcije je bolji nadzor procesa proizvodnje i smanjivanje škarta.                                                                                                        

Abstract - The paper describes detection of unexpected events in the industry plant using fuzzy models of the selected process variables. The real-time detection of the unexpected events is based on the one of two inbuilt detection mechanisms depending on existing or not existing corresponding measured data. It is based on calculation of the real-time deviation of characteristic parameters - measured and estimated. The system is developed and verified on the tunnel kiln in the ceramic industry. A large process database for training of the Takagi-Sugeno fuzzy estimation models is used. The result of usage these high precision detection and estimation models is the higher quality control process and decrease of the waste products.

1. INTRODUCTION

The growth of industrial production causes an increase in energy consumption, which is reflected in more severe operation of large energy production and distribution systems. The staff of the dispatching centers is faced with increasingly high demands concerning the reliability and security of providing the required energy consumption. For that reason, intensive research is being conducted in order to find new, faster and more accurate computer methods for implementation of high-level, supervisory control functions, such as fault diagnosis or monitoring. Traditional, algorithmic approaches use methods of filtering and estimation [1]. Expert systems are also one of the approaches, but an extensive heuristic knowledge base is required for their operation. However, in cases when the information on the system state is incomplete or mathematical model of the processes is ill-defined, methods of machine learning are much more suitable [2]. The artificial neural networks (ANNs) represent the learning technique that is capable of acquiring and storing new 'process knowledge' on the basis of representative training samples regarding system behavior in different operating conditions [2]. Recently, this approach was frequently applied in developing the high-level supervisory control functions. The models have superseded rule-based techniques is one of the premier research directions for intelligent systems diagnosis. A model is an approximate representation of the actual system being diagnosed. Model-based diagnosis involves using the model to predict faults using observation and information from the real device or system. One advanced approach in process modeling is fuzzy logic[3]. Fuzzy logic provides mechanisms to represent and manipulate linguistic concepts. It deals with approximates rather then exact measurements and it is based on fuzzy set theory [4,5].

This paper presents the results of the research conducted in order to apply the fuzzy models in designing the state estimator, as well as fault detection, as the basic functions of the supervisory control system. State estimator is used for detection of unexpected events like sensor breakdown or system transition from one state to another.

The next section of the paper describes the Takagi-Sugeno modeling. The third section gives the general overview of the procedure for detection of unexpected events. The forth section gives the experimental results of the fault detection procedures applied on tunnel kiln.

2. TAKAGI-SUGENO FUZZY MODELING

Fuzzy models are expected to be characterized with: (1) an accurate and fast procedure for calculation of the desired quantity; (2) a general and flexible procedure, applicable to a wide class of very diverse problems. Fuzzy model generation based on learning by examples approach is achieved during the structure identification and model parameter identification step []. In cases when the input quantities are known, structure identification step reduces to determination of the required number of rules and determination of the conditional part of the rule. The required number of rules can be determined using cluster validity measures, or cluster removal and/or merging techniques. Determination of the conditional part of the rule necessitates defining of the fuzzy sets of input variables. This can be done using grid-type space partitioning and fuzzy clustering methods. Structural identification is a more difficult task, which is usually executed off-line. 

Takagi-Sugeno fuzzy models are used for modeling the system according to established relations between the relevant parameters of the system [5,6]. These relations are presented in form of if-then rules. Therefore, every relation is defined with appropriate conditional and consequence part. Consequence can be interpreted like an action that will be taken, if conditional part of the rule is satisfied. Takagi-Sugeno (TS) fuzzy model belong to category of models, which are formed using measured data of the system. After data driven training of fuzzy model, adequate set of fuzzy rules is created. Each fuzzy rule contains input-output variables described in domain of the fuzzy sets. Fuzzy set is especial kind of set in which every element is characterized with appropriate degree of qualification for fuzzy set – real number from interval [0,1]. For every fuzzy set, one if-then rule is formed. Every system can be observed like universal system that is described with n input and one output variable.

The final goal of fuzzy modeling of systems is defining approximate functional dependence between established input and output of system: 
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On the base of functional dependency, determined like this, it is possible to estimate the behavior of system output for given values on system input.

Basic idea of TS fuzzy model is in fact that system of any complexity is a combination of intercourse related sub models. If every of K regions correspond to a sub model, then the system behavior of these regions could be described with simple functional dependency. If these dependencies are linear and if every sub model has one fuzzy rule, than TS fuzzy model could be described with K rules with following:
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where  Ri  is ith  rule, 
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 are fuzzy sets assigned to corresponding inputs,  yi  is output value of ith rule,  ai and bi are parameters of consequence function. Final output of TS fuzzy model for xk input sample is:
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where i is activation level of ith rule.

3. DETECTION OF UNEXPECTED EVENTS

Algorithm for detection of the unexpected events calculates error between estimated and measured process data and generates information in realtime system. The real-time detection of the unexpected events is based on the one of two build detection mechanisms depending on existing or not existing corresponding measured data. Both cases are explained in more details in text as follows.

3.1. EVENT DETECTION WHEN MEASURED VALUE IS NOT PRESENT

Detection is based on calculating the deviation between estimated value and mean value of the process variable that have been tracked. Mean value of process variable is calculated on the basis of data from the process history. If we assume process variable y and set of its known values as y1,y2…yn, then mean value m and standard deviation s of process variable y are:
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where D(y) is variance of process variable y.

Depending on data calculated for detection purpose two limits are defined in order to determine ranges for errors:
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Errors are detected according to the conditions as follows:
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In case that value is inside range defined by (5) estimated value is acceptable and no information are generated. In case that estimated value is inside range defined with (6) or (7) worning information are generated. In case that value is in range defined with (8) or (9), an alarm is generated.

3.2 EVENT DETECTION WHEN MEASURED VALUE IS PRESENT

Second way of event detection is based on calculating deviation between estimated value and mean value of the error (m’). The error is calculated as difference between the measured value (yi) and estimated value (yi’) of model output:
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On the base of data calculated for detection purpose, two limits are defined in order to determine ranges for errors:
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Errors are detected according to the conditions as follows:
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In case that value is in range defined in (14) estimated value is acceptable and no information is generated. In case that error is in range defined with (15) or (16), another value is calculated:



[image: image23.wmf]v

y

y

'

th1


(17)

Value V is then sumarised in last twenty time instances like it is shown in (18) to determine a sort of  an accumulation:
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If accumulation of error is greater then defined threshold and repeat consecutive, the warning will be generated.

4. RESULTS AND COMMENTS

Detection algoritam has been tested in realtime system. It was a controlling system of the tunnel kiln. The most representative temperature is used for graphical review of calculated error and in the most representative intervals of time – that are periods of disagreement between estimated and measured process data, when error is the highest. A period like this is shown on figure 1, the lower line represents an estimated and the upper one measured process data. A central part of the diagram shows that estimated value does not meat measured value when it is not in usual regime.

On figure 2 it is shown error between these two values calculated in the same time period as in figure 1. and information that are generated.
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Figure 1. Estimated and measured value in period of disagreement.
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Figure 2 Absolute error and generated alarm information.

As it is explained above, alarms are generated on the base of error between estimated and measured process data and absolute error is then standardized (17) and accumulated (18). On figure 2. curved line represents absolute error and a horizontal line presents alarm information generated. As it is shown alarm information are generated only in region where error is higher then given threshold.

Accumulated value, given with (18) is then compared with threshold determined beforehand and if the accumulated value is greather then threshold, information to user is generated. 

On figure 3. it is shown that alarm information (horizontal line) is constantly generated when accumulation a (smaller curved line) was above threshold (30 in this case). In order to get a better look on the moment when alarm information started to be generated, appropriate time period is shown on figure 4. It is shown, more clearly, that alarm information did not appear until accumulation of the error was under the threshold. When accumulated value for the first time was above the threshold the alarm information was generated (time sample 2150) on figure 4. In the moment when accumulated error drops below the threshold again (time sample 2180), the alarm information is stopped till the moment when accumulated value is above again (time sample 2250).
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Figure 3 Absolute error, accumulated value and generated alarm information
[image: image28.png]error, akumulation and alarm

1600 1800 2000 2200 2400 2600 2600
time (min)




Figure 4 Moment when alarm information started

5. CONCLUSION

Using the system for detection of unexpected events based on temperature estimation in tunnel kiln, an early discovery of faulty sensors is accomplished. This also means the reduction of production waste, which appear as a consequence of wrong information from measuring point. 

This enables industrial control systems to have less qualified personnel occupied with the work that usually consists of graphic analysing archived process data and discovering faulty sensors according to free estimation.

Beside that, because of very high accuracy of estimated process data dedicated control group can lead the process on the base of replacing measured data with estimated values, while faulty sensors are being replacing or repairing.
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